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前  言

本文件按照GB/T　1.1-2020《标准化工作导则　第1部分：标准化文件的结构和起草规则》的规定起草。

本文件是T/AI XXX《人工智能算力网络》的第1部分。

请注意本文件的某些内容可能涉及专利。本文件的发布机构不承担识别专利的责任。

本文件由新一代人工智能产业技术创新战略联盟AI标准工作组提出。

本文件由中关村视听产业技术创新联盟归口。

本文件起草单位：鹏城实验室，华为技术有限公司，国防科技大学，北京大学，北京交通大学，北京百度网讯科技有限公司

本文件主要起草人：余跃、张叶红、王晖、徐春香、张艳、张嘉琪、赵海英、聂永丰、张鹏、孔凡斌、郑容健、张晓东、曾炜、董平、张宇阳、田晓利、杨建坤、高文

引  言

《人工智能算力网络》系列标准，旨在对人工智能算力网络中各部分的详细功能及技术进行标准化，拟由14个部分构成。特别说明的是，由于智算网络技术正处于研究攻关的发展时期，该标准体系将随着技术发展而优化和更新。

——第1部分：总体要求。目的在于确立智算网络的术语、参考架构、总体功能要求及接口要求。

——第2部分：异构资源统一度量和标识。目的在于确立数据、算力、模型、存储、网络等异构资源统一抽象度量和标识的方法与转换要求。

——第3部分：云际数据统一存储应用接口。目的在于确立全局共享数据存储的统一技术架构及其功能、接口、性能、可靠性要求。

——第4部分：调度适配器南向接口规范。目的在于确立调度适配器与各智算中心云化管理调度系统之间的接口，实现智算中心资源获取和作业下发。

——第5部分：资源感知路由协议接口。目的在于确立通过智算网络资源感知路由协议获取资源动态信息的接口。

——第6部分：云际管理与调度。目的在于确立异构云互联的云际资源管理与调度系统功能及智能优化调度技术与策略。

——第7部分：网络设施与互联。目的在于确立智算中心网络互联需要的网络种类、网络规格、网络功能等。

——第8部分：应用层接口。目的在于确立运营层、调度层为应用层提供的服务功能及接口。

——第9部分：多中心协同计算。目的在于确立多中心协同计算的应用场景，抽象建模协同计算作业，作业流程、作业评估及协同计算参考架构。

——第10部分：基础运营服务。目的在于确立运营层基础功能，包括用户/智算中心认证与授权、行为审计、运维监控等。

——第11部分：算力运营。目的在于确立算力资源的计量和费用结算方法，算力运营分析等。

——第12部分：数据资源流通交易统一规范与接口。目的在于确立运营层数据市场与模型市场资源流通交易过程中的功能接口，包括数据资源发布、确权、计量计费、运营分析等。

——第13部分：通信网络安全。目的在于确立智算网络中通信网络认证、传输等过程中的安全技术要求。

——第14部分：数据与模型安全。目的在于确立智算网络运营及应用中数据与模型隐私安全技术要求。

人工智能算力网络 第1部分：总体要求

1. 范围

本文件规定了人工智能算力网络（简称“智算网络”）的术语、系统架构、功能要求、各功能模块间的接口要求。

本文件适用于人工智能算力网络的总体设计和建设，也为人工智能算力网络系列标准规划提出参考性建议。

1. 规范性引用文件

下列文件中的内容通过文中的规范性引用而构成本文件必不可少的条款。其中，注日期的引用文件，仅该日期对应的版本适用于本文件；不注日期的引用文件，其最新版本（包括所有的修改单）适用于本文件。

GB/T 41867-2022 信息技术 人工智能 术语

1. 术语

GB/T 41867-2022 界定的以及下列术语和定义适用于本文件。

* 1. 数据中心 data center

一种能够提供容纳、互联和操作的结构，或结构组。它使用信息技术、电信网络设备提供的数据存储、处理、迁移服务及其它所有功能，并集成能量供应、环境控制和为保证服务可用性而制定的必要的韧性、安全性级别定义。

注1：数据中心结构一般包含数个楼宇或空间，用以支撑数据中心主要功能。

注2：包含数据中心中信息及通信技术设备及支撑环境控制设备边界或空间，定义于更大的结构或楼宇中。

[来源：ISO/IEC 22237-1:2021，3.1.8]

* 1. 计算中心 computing center

为多用户提供计算服务的设施。用户的操作通过对计算设备及辅助硬件的操作及中心人员的服务实现。

[来源：ISO/IEC/IEEE 24765: 2017，3.741]

* 1. 人工智能计算中心（简称“智算中心”） artificial intelligence computing center

一种能够为多用户提供人工智能计算服务、数据容纳的结构或结构组。使用信息技术、电信网络设备提供的数据存储、处理、迁移，人工智能计算加速等功能，并集成能量供应、环境控制和为服务可用性而制定的必要的可靠性组件。

注1：人工智能计算中心一般包含数据中心可能涉及的楼宇或空间，用以支撑人工智能计算中心主要功能。

注2：人工智能计算中心中的服务器，一般包含人工智能服务器和通用服务器等，服务器称为“节点”。

[参考：ISO/IEC 22237-1:2021，3.1.8和ISO/IEC/IEEE 24765: 2017，3.741，有修改]

* 1. 算力网络 computing net

一种为用户提供计算资源的设施。通过网络技术将各地的计算中心连接起来，进而统筹分配和调度计算任务的网络。

[参考：ITU-T Y.2501:2021]

* 1. 人工智能算力网络（简称“智算网络”） artificial intelligence computing net

一种为多用户提供人工智能计算资源及服务的平台。通过新型网络技术将各地分布的人工智能计算中心连接起来，构成多个中心间感知算力、数据、算法资源，进而统筹分配和调度人工智能计算任务的网络。

1. 缩略语

下列缩略语适用于本文件。

AI 人工智能（Artificial Intelligence）

CPU 中央处理单元（Central Processing Unit）

FCFS 先来先服务（First Come First Service）

GPU 图形处理单元（Graphics Processing Unit）

NPU 神经网络处理单元（Neural Network Processing Unit）

QoS 服务质量（Quality of Service）

1. 系统参考架构
	1. 总体架构

智算网络连接分散在各地的智算中心节点，汇聚和共享算力、数据、模型和应用等资源。智算中心通过加入算力网络实现资源共享，并通过智算网络统一调度，提高全网资源利用率，满足算力需求。

智算网络的业务分层和系统设计见图1 。



图1 智算网络总体架构

* 1. 部署架构

智算网络中各智算中心的互联参考部署架构见图2，其中：

1. 智算中心之间可通过以下两种方式进行互联：
	1. 通用互联网；
	2. 专线高速网络；
2. 枢纽节点为某区域内的大型/重要智算中心，枢纽节点之间的互联方式优先级由高到低为：专线高速网络，通用互联网；
3. 其它智算中心之间的互联方式优先级由高到低为：通用互联网，专线高速网络。
4. 智算网络平台包括云际调度平台和运营平台可部署在某个智算中心内，或部署于独立的服务集群。



图 2 智算网络中各智算中心互联参考架构

智算中心间的互联规范、对通信网络的具体技术要求等详细内容将在《人工智能算力网络》系列标准相应部分进行阐述。

1. 功能要求
	1. 概述

智算网络系统可分为资源层、适配层、网络层、调度层、应用层、运营层、安全机制，各业务层的具体功能要求如下。

* 1. 资源层

智算网络资源层包含各智算中心的算力、数据等资源，应具备以下功能：

1. 智算中心互联与开放：实现各智算中心算力、数据资源的互联互通，支持各智算中心资源的对外开放；
2. 统一数据存储：在现有的算力网络的存储资源上构建统一的存储服务，支持跨智算中心的数据管理和迁移。
	1. 适配层

智算网络适配层通过调度适配器，实现调度层与资源层之间的数据交互。调度适配器部署在各智算中心内，对接多种异构调度器，负责异构集群资源采集和上报，实现作业转发和管理。调度适配器支持从各智算中心采集集群资源、负载、能耗、费率等信息并上报给调度层，由调度层根据这些资源进行作业调度。适配层应包含以下功能：

1. 支持CPU、GPU、NPU3类计算芯片为主的智算中心对外接口的统一适配，屏蔽异构集群技术栈差异；
2. 支持接口扩展，满足其它类型芯片的智算中心接入智算网络的要求；
3. 作业代理：支持将调度层下发的作业发送到智算中心本地调度系统，周期性采集作业状态的资源使用信息，并上报到调度层；
4. 资源代理：周期性采集所属计算集群的资源信息并上报给调度层；
5. 数据管理与缓存：支持适配层和调度层之间的数据管理，包括数据上传、下载、断点续传等。支持作业调度时的数据下发，和作业执行结束后的数据取回。支持缓存用户数据，避免使用重复数据时数据的再次传输，提高数据利用率；
6. 账号映射：支持智算网络统一用户账号到各个智算中心云化管理调度系统的用户账号之间的映射。
	1. 网络层

本文件提出的智算网络基于多种异构网络基础设施实现多智算中心之间的互联，实现异构网络资源信息的采集和上报，实现算力数据路由转发。网络层应包含以下功能：

1. 异构网络融合：支持多元化异构网络类型，如：全光网、以太网等；
2. 组网方式兼容：支持多种组网方式，如：专用高速网络、公共网络等；
3. 网络度量：统一网络参数的测量方法和度量单位，如带宽、时延、抖动等网络参数；
4. 网络状态采集：规定数据采集格式、采集频率、采集方法等；
5. 网络状态汇报：将采集到的网络状态上报到调度层；
6. 基于算力的路由策略：当调度层确定算力作业的目标计算节点后，在现有网络协议的基础上，额外考虑算力作业对网络的需求，动态调整算力作业中数据包的路由策略，并将算力作业等信息路由至指定节点。
7. 网络性能保障：采用QoS等技术，保障网络的时延、丢包、带宽等网络性能参数。
	1. 调度层

智算网络调度层主要实现跨智算中心之间的资源管理和全局作业调度，应包含以下功能：

1. 算力资源管理与监控：支持各智算中心算力、存储、网络资源的信息采集与监控，支持各类计算资源的统一管理；
2. 数据管理：支持算力网络上数据资源的监控、管理，支持数据的上传、下载、断点续传等；
3. 作业管理：支持提交作业，查看作业列表，以及对作业的管理操作；
4. 资源管理：支持全网资源管理，包括调度适配器上报的资源和负载信息；
5. 调度策略：根据算力网络的算力资源、数据资源情况，选择合适的智算中心运行计算作业，至少支持以下调度策略中的一种：
	1. 手动调度策略：人工指定智算中心运行作业；
	2. FCFS调度策略：先来先服务的调度策略；
	3. 负载感知调度策略：根据各集群负载状况，优先选择负载低和有资源的集群调度作业；
	4. 能耗感知调度策略：根据各集群总体能耗水平调度作业，优先选择能耗低的集群调度作业；
	5. 价格感知调度策略：根据各集群资源费率调度作业，优先选择费率较低的集群调度作业；
	6. 网络感知调度策略；
	7. 数据感知调度：对于数据量小的场景，选择最合适的智算中心运行作业并通过调度将数据搬移到该智算中心。对于大数据或者隐私数据场景，由于数据不适宜搬迁，感知数据所在智算中心，将作业调度到该智算中心运行。
6. 计算作业调度：根据调度策略，将计算作业分发到相应智算中心。
	1. 应用层

智算网络应用层是智算网络与用户交互的接口，应包含以下功能：

1. 用户交互界面；
2. 获取用户计算作业的算力、网络、数据、算法、应用资源等需求；
3. 提出算力网络资源申请；
4. 提出算力网络接入请求；
5. 计算作业提交；
6. 计算作业结果获取。
	1. 运营层

智算网络运营层实现多个智算中心算力、数据等资源的统一运营，应包含以下功能：

1. 用户统一认证与授权：确保不同智算中心的用户可以互相认证并分配全局统一的用户身份；
2. 统一计量计费：对各智算中心的资源贡献进行统一的计量和费用结算；
3. 资源监控：实时监控算力网络中的计算中心资源和负载详情；
4. 数据市场：预置数据资源，支持用户和数据服务商进行数据资源发布、订阅、交易及使用；
5. 模型市场：提供AI算法模型，支持用户进行模型发布及订阅，支持模型计费功能；
6. 应用市场：提供AI、大数据等应用服务的发布、展示、流通交易；
7. 算力市场：通过算力市场查看全网算力资源，提供各智算中心的资源和费率信息，支持用户根据负载或价格对比选择最佳集群使用；
8. 智算中心管理：管理智算中心加入和退出算力网络。
	1. 安全机制

智算网络安全机制需要从传输安全、数据安全、隔离安全、流程安全等多个方面为智算网络提供安全保护，应包含以下功能：

1. 作业隔离防护：支持共享资源内各作业执行环境以及数据隔离，保证每个作业智能在各自的隔离环境中执行，保障作业执行资源的可用和可靠；
2. 传输安全：支持智算中心间数据传输和消息通信的安全加密及认证；
3. 数据安全：基于数据安全法律实现数据安全说明和提示，建立数据安全分级、分类制度，根据数据的不同等级实施不同的数据安全保护方式；
4. 分级安全访问：提供智算网络访问控制模块，支持准许或限制用户的资源访问能力，防止非法用户的入侵或合法用户不慎操作造成的破坏；
5. 资源认证：对接入智算网络的资源进行认证，防止非法接入或通过接入信息的拦截、修改进行恶意访问。
6. 接口要求
	1. 资源层与适配层间接口

资源层与适配层间通过命令/Restful/Socket等接口方式实现智算中心资源和负载信息的获取，并实现作业的提交和管理。

* 1. 适配层与调度层间接口

调度层通过适配层提交、查询和管理作业。适配层向调度层上报智算中心资源和负载信息。

* 1. 运营层与调度层间接口

运营层向调度层下发指令，查看智算中心资源信息，并实现作业的提交和管理，以及数据的管理。

运营层从调度层获取全网各智算中心的资源和负载信息，并提交、查询和管理作业。

* 1. 应用层与运营层间接口

应用层通过调用运营层接口获取市场资源信息，运营层通过调用应用层接口获取模型和数据信息。

* 1. 应用层与调度层间接口

为了实现应用层的用户管理，应用层应直接连接调度层并通过调度层接口提交和管理作业，并查询作业和资源信息。