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前  言

本文件按照GB/T　1.1-2020《标准化工作导则　第1部分：标准化文件的结构和起草规则》的规定起草。

请注意本文件的某些内容可能涉及专利。本文件的发布机构不承担识别专利的责任。

本文件由新一代人工智能产业技术创新战略联盟AI标准工作组提出。

本文件由中关村视听产业技术创新联盟归口。

本文件起草单位：鹏城实验室、清华大学、北京大学、北京市商汤科技开发有限公司、中科寒武纪科技股份有限公司、华为技术有限公司、上海燧原科技有限公司、百度在线网络技术（北京）有限公司、平安科技（深圳）有限公司。

本文件主要起草人：任志祥、陈文光、曾炜、吕文静、张鹏、赵海英、汪邦虎、张世雄、李若尘、李志永、肖京、吴庚、赵轩、黄乾明、黄岩哲、姚伟峰、侍国斌、桂煌、赵淑静、胡敏、边思雨、熊亮、陈又新。

引  言

T/AI XXX《人工智能算力技术规范》拟由以下部分构成：

——第1部分：技术要求。目的在于确定人工智能计算中心的组成、性能、可靠性技术要求。

——第2部分：测试方法。目的在于确立人工智能计算中心性能、可靠性特性的测试方法，实现对为系统优化、瓶颈发现提供试验依据。

本文件的发布机构提请注意，声明符合本文件时，可能涉及到XX、XX中如下X项相关专利的使用。专利名称如下：

CNxxxxx.1，xxxxxx；

本文件的发布机构对于该专利的真实性、有效性和范围无任何立场。

该专利持有人已向本文件的发布机构保证，他愿意同任何申请人在合理且无歧视的条款和条件下，就专利授权许可进行谈判。该专利持有人的声明已在本文件的发布机构备案，相关信息可以通过以下联系方式获得：

联系人：黄铁军（新一代人工智能产业技术创新战略联盟秘书长）

通讯地址：北京大学理科2号楼2641室

邮政编码：100871

电子邮件：tjhuang@pku.edu.cn

网址：http://www.aitisa.org.cn

请注意除上述专利外，本文件的某些内容仍可能涉及专利。本文件的发布机构不承担识别这些专利 的责任。
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# 范围

本部分规定了人工智能计算中心性能、可靠性特性的测试方法。

本部分适用于人工智能计算中心性能、可靠性特性的测试与评定，也可为系统优化、瓶颈发现提供试验依据。

# 规范性引用文件

本文件没有规范性引用文件。

# 术语

第1部分界定的以及下列术语和定义适用于本文件。

## 被测系统　system under test

一次测试中，处理测试者给出的测试作业，并返回结果的系统。

注：被测系统可由人工智能服务器系统硬件、算子实现库、框架软件、模型编译组件及其他必要软硬件组成。

## 被测者　tested party

一次测试中，筹备、操作被测系统实施测试，并按测试协议的规定享有测试结果使用权的机构或个人。

## 测试数据　test data测试集

用于测试最终机器学习模型功能的数据。

[来源：ISO/IEC FDIS 22989—2022，3.2.14]

## 测试者　tester

组织、开展测试的机构或个人。

注：测试者使用测试系统实施测试，它向被测系统发送作业，接收输出，计算性能指标。

## 测试系统　test system

执行测试所使用的硬件、软件及数据。

注：测试系统不是被测系统中的框架软件或加速库。

[来源：ISO/IEC　10303.34—2001，3.5.9]

## 作业　job

含有测试样本的数据包。

注：1个作业可含有1个或多个测试样本。

## 训练数据　training data训练集

用于训练机器学习模型的数据。

[来源：ISO/IEC FDIS 22989—2022，3.3.16]

## 验证数据　validation data验证集

用于评估一个或多个备选机器学习模型功能数据样本。

[来源：ISO/IEC FDIS 22989—2022，3.2.15，去掉了注释]

# 缩略语

AUTOML　自动机器学习　（Automated　Machine　Learning）

NFS 网络文件系统 （Network File System）

OS 操作系统 （Operating System）

PCIE 外设部件互联高速通道（Peripheral Component Interconnect Express）

# 概述

## 测试框架

人工智能计算中心的测试包含以下内容，可按测试需求采用和实施：

1. 计算中心组成和供应链的检查（5.2）；
2. 性能或可靠性测试，分别分为基础测试（5.3）和扩展测试（第6章，第7章）。基础测试检查第1部分中6.1和7.1中基础要求的符合程度。扩展测试检查、比较实际可靠性和性能水平。

## 组成、供应链检查

按5.3 a），检查人工智能计算中心组成及供应链对第1部分中5.2和5.3的符合程度。

## 基础测试

人工智能计算中心基线技术要求的测试，应对第1部分中6.1和7.1中各项要求，采用以下方法（见附录A和附录B）加以检查或验证，包含但不限于：

1. 检查产品物理组成、说明书、技术文件、应用案例、相关记录或产品自声明（如标识、官方网站）；
2. 检查计算中心或其内部基础设施（如服务器等）提供者出示的内部测试报告或过程记录；
3. 在特定环境中调用命令、函数、运行测试程序或实施操作，验证功能正确性。

## 测试信息

测试前，被测者应向测试者提供以下测试信息，在实施性能或可靠性基础测试时，测试信息应包含a），b），d）-l），在实施性能扩展测试时，测试信息应包含a）-u），在实施可靠性扩展测试时，测试信息应包含a）-l），o）-s），v）和w）：

1. 被测者组织名称；
2. 是否训练（0-推理、1-训练）；
3. 模型编号（见第1部分中表1）；
4. 提交时间（格式[yyyy:MM:dd　HH:mm:ss]）；
5. 节点数；
6. 每节点信息 [节点型号、节点功能、节点标称计算能力、节点芯片数]；

注1：应注明对应精度。

注2：节点功能包含：通用计算、人工智能计算、交换、路由、存储、其它。

1. 节点间通信协议和带宽；
2. 节点间组织关系（0-单节点、1-主从、2-环形、3-树状、4-其他）；
3. 操作系统标识（名称、内核版本号）；
4. 机器学习框架标识（名称、版本号）；
5. 是否应用虚拟化技术（0-不使用、1-使用）；
6. 虚拟化组件标识（名称、版本号）；
7. 批（minibatch）大小（batch　size）可变标识（0-不可变、1-可变）；
8. 批（minibatch）大小的值 [正整数，仅当q）为0时有效]；
9. 优化器声明（算法名）；
10. 是否混合精度训练（仅对训练有效，0-不使用、1-使用，附加精度列表）；
11. 是否使用AUTOML完成测试（0-不使用、1-使用，附加AUTOML算法名称）；
12. 是否使用并行训练（0-不使用、1-模型并行、2-数据并行、3-混合并行、4-其他并行算法，算法名称）；
13. 并行训练时，是否采用异步参数更新 [0-不使用（即同步更新）、1-使用]；
14. 是否使用稀疏化（对推理有效，0-不使用、1-使用，附加方法名称）；
15. 是否使用量化（对推理有效，0-不使用、1-使用，附加量化方法名称）；
16. 故障项目列表[包含每项故障的编号（见第1部分中表2）及顺序]；
17. 故障项目的注入脚本、实施方案及对应的排除方式。

# 性能扩展测试

## 训练测试

## 测试过程

训练测试过程，应符合以下要求：

1. 训练被测系统包含人工智能计算中心硬件及配套软件（不含模型或算法负载）；
2. 训练测试过程，包含以下步骤：
	1. 测试准备：
* 被测者于测试前，取得测试集；
* 如需要，被测者可对数据进行必要的格式转化或封装；
* 训练数据安置在计算中心内的存储机构上（特定存储服务器或节点的硬盘）；
	1. 测试运行：
* 被测者按测试内容，编写并运行必要的训练代码（包含数据预处理、数据读入、训练、结果模型格式转化与持久化），得到结果模型；
* 训练期间，记录过程数据、按表1的规定测量、计算指标值、记录日志、生成结果数据；

表 1 训练性能指标测量方法

|  |  |
| --- | --- |
| 指标 | 测量方法 |
| 总体训练用时 | 1. 在（从中心内特定存储服务器或节点的硬盘）读入训练数据命令前，紧邻该命令计时，获得时间点tT1；
2. 在输出模型持久化完成后，串行并紧邻调用计时命令，获得时间点tT2；
3. 计算总体训练时间。
 |
| 训练用时 | 1. 训练开始前，串行并紧邻调用计时命令，获得时间tTR1，tTR1可等于tW1；
2. 训练退出时（模型持久化之前），串行并紧邻调用计时命令，获得时间点tTR2；
3. 计算训练用时：TTR = tTR2–tTR1。
 |
| 人工智能计算中心训练实际吞吐率 | 1. 每个训练节点n上，统计每个训期（epoch）i （i为正整数）所使用的时间　TEP(i)；
2. 基于a）的结果，统计每训期平均TEP-n；
3. 计算节点n的训练实际吞吐率；
4. （按第1部分中公式7）计算人工智能计算中心的训练实际吞吐率。
 |
| 人工智能计算中心训练有效计算能力 | 1. 对于给定的训练场景集合$S$，对每个场景负载$s\in S$，使用某特定参照计算系统，在s上测得吞吐率$Th\_{s}^{\*}$,作为基线；
2. 设SUT在s上测得的训练实际吞吐率为$Th\_{s}$，则训练综合相对吞吐率，由$\frac{Th\_{s}}{Th\_{s}^{\*}}$在s上的加权几何平均，（按第1部分中公式9）计算人工智能计算中心训练有效计算能力。
 |
| 每秒浮点/整型运算次数 | 1. 在每个训练节点 i 上：
	1. 在第 j （j是非负整数）次模型构型变异（变异过程见第1部分6.2.2）后（第0次变异后指使用种子模型），训练前，计算学习所需前向、后向传播过程计算量 CF，CB；
	2. 在第 j 次模型构型变异后，训练时，测量该此训练用时 TTR-ij；
	3. 在第 j 次模型构型变异后，训练中，统计前向、后向传播过程数量 NF，NB；
	4. 计算节点i每秒运算次数；
2. 按第1部分中公式11或公式12，计算人工智能计算中心训练的每秒浮点或整型运算次数。
 |

* 规则检查；
	1. 结果报送：
* 被测者发送测试结果给测试者；
* 测试者检查结果合规性；
* 测试结束。

## 测试规则

训练测试，符合以下规定：

1. 训练测试，不应实施以下操作：
2. 在测试过程中进行硬件或软件改配；
3. 使用本文件规定之外的训练集进行模型训练，也不应实施模型预训练及迁移学习策略；
4. 训练测试过程中，对已实现的指标测量函数或测试流程控制函数实施改动、继承或重载（要求被测者实现的方法除外）；
5. 在数据准备过程中：
* 替换数据集；
* 减少数据集中的样本（除不足 1 batch的残余数据之外）；
* 除b）2）规定的操作生成的样本外，增加数据集中的样本；
* 分析数据规律或预先提取、编码、保存样本特征；
* 对数据做排序、索引或拆分操作；
1. 在训练过程中改变指定的优化方法；
2. 使用AUTOML完成训练任务时，在整个训练过程中变更模型变异算法；
3. 增加改变超参的层（如改变卷积核的维度）；
4. 训练测试，符合以下规定：
5. 应编制并运行的训练测试代码：
* 实现必要接口；
* 使用测试工具提供的过程指标计算方法；
* 使用测试工具提供的日志记录方法；
1. 数据准备时：
* 训练数据尺寸不同或不符合模型需要时，可实施尺寸调整操作；
* 在不改变原输入图像（对视觉类场景）像素值的情况下，可实施插值操作，包含但不限于：线性插值、双线性插值、区域插值等；
* 训练集、验证集、测试集的划分比例，默认为75%、10%及15%，特殊的划分应符合表1的规定；
* 可利用分布式环境实施数据准备；
1. 训练过程中：
* 可使用可变学习率，学习率改变方法，由训练算法确定；
* 权重及偏置应以常量或随机值初始化；
* 试验次数应符合场景要求（见第1部分中表1）；
* 如实施混合精度训练，应符合第5章的要求；
1. 实施基于AUTOML的训练时：
* 应区分模型结构生成（变异）阶段和训练（针对某一代变异调整模型参数）阶段，至少在模型结构生成（变异）过程执行前后、训练开始前后，分别记录时点；
* 模型变异及搜索空间应是有限并确定的；
* 对多个变异的模型结构记录训练过程时，取性能上的最好结果（见第1部分中6.3.5）；
1. 实施分布式训练时：
* 并行训练，方式可包含但不限于模型并行、数据并行及混合并行；
* 可使用本地硬盘、分布式文件系统（如NFS）或存储服务器存放训练数据。

## 测试结果

训练结果，符合如下要求：

1. 训练结果模型与参考模型一致，符合以下要求：
2. 对基于固定负载的测试，训练结果模型精度应符合第1部分中表1的规定；
3. 对基于固定负载的测试，训练模型脚本与参考脚本应定义一致的网络结构，训练模型脚本不应导致以下情况的发生：
* 多余或缺失的层；
* 多余或缺失的神经元；
* 改变的激励函数（对应层之间）；
* 多余或缺失的跨层连接；
* 改变的池化方法（对应层之间）；
1. 训练过程应符合6.1.2b）的规定；

注：在实测时，可根据测试代码判定。

1. 结果应包含以下信息：
2. 5.4规定的测试信息；
3. 场景要求的准确率指标值（见第1部分中表1）；
4. 训练程序源代码；
5. 训练日志：
* 对非AUTOML训练，日志按每个epoch输出。每个epoch对应的格式为：“[yyyy:MM:dd　HH:mm:ss]–[trial\_number]–[epoch\_number]–[accuracy]”。其中，第一项为日志输出时的时间戳，第二项为训练次数（正整数），第三项为epoch数（正整数），第四项为当前测试集上的准确率（依照场景要求的指标定义）；

注：框架软件不支持时，对应项目可填“--”；

* 对AUTOML训练，日志按每次模型变异及对应训练过程输出。每次模型变异后，输出变异信息，格式为：“[yyyy:MM:dd　HH:mm:ss]-　[yyyy:MM:dd　HH:mm:ss]-　[generation\_number]-[number\_of\_nodes]”。其中，第一项为变异开始时间，第二项为变异完成时间，第三项为变异代次计数，第四项为当前变异结果模型的节点数（对初始化模型的训练，变异起止时间为空，代次记为0）；对变异后模型的训练，日志按每个epoch输出，格式符合4）中“对非AUTOML训练”规定；
1. 结果模型文件（含权重和结构信息；AUTOML训练，为最终结果模型文件）；
2. 规则检查结果（对AUTOML训练，6.1.2中关于AUTOML的规则有效）；
3. 训练线性度，包含使用负载，（两次测试使用的）节点数量，吞吐率和线性度百分比。

## 推理测试

## 推理作业

推理作业，应符合以下要求：

1. 作业从测试系统发往被测系统，结果从被测系统发送回测试系统；
2. 每个样本仅含有推理模块要求的必要（输入）参数，不含有额外信息；
3. 推理作业遵循特定的到达模式，符合本部分中表2的要求；

表 2 作业到达模式

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 到达模式 a | 编号 | 定义 | 作业缓存 b（允许/不允许） | 运行趟数（趟） | 超时控制门限（s） |
| 连续（单一）到达 | 0 | 第i （i为正整数）个作业在第(i-1)个作业完成后紧邻到达。作业(i-1)未完成或超时控制门限未达到时，作业i不发送 | 不允许 | 1 | 2 |
| 固定周期到达 | 1 | 作业以固定周期T到达，一次到达n个作业（n为正整数） | 允许 | 1 | 4 |
| 泊松分布到达 | 2 | 作业以泊松分布到达：$$P\left（X=k\right）= \frac{e^{-λ}λ^{k}}{k！}$$其中：$k$是某单位时间内到达的作业数（$k$为正整数），$λ$ （$λ$为正整数）是单位时间（如每秒）作业平均到达次数 | 允许 | 1 | 4 |
| 高峰到达 | 3 | 泊松分布到达模式中，有j个短周期，每周期内有突发性大量作业，周期持续一定时长TG（如5s-10s），并维持一定并发度水平σ（σ为正整数，如σ > 210个作业/s），短周期内的作业到达，符合固定周期到达模式（T与n可在测试时结合需要选取）。 | 允许 | 1 | 60 |
| 离线 | 4 | 一次性全部到达 | 允许 | 1 | 不涉及 |
| 混合作业到达 | 5 | 在连续到达、固定周期到达、泊松分布到达、高峰到达、离线到达模式中，加入与当前测试场景不同的作业 | 允许 | 1 | 取对应超时控制门限值 |
| a 实际测试中，可选择一种或多种到达模式。b 作业缓存是指在处理机构无法及时处理到达作业时，将到达作业缓存（如使用队列），以备后续处理的机制。不应缓存和再利用前期推理的输出结果。 |

1. 作业丢失指被测系统无法在超时控制门限内返回结果的情况；
2. 超时控制门限指测试者从发送作业到收到对应结果之间允许的最大时间间隔。

## 测试过程

推理测试过程，应符合以下规定：

1. 推理被测系统为人工智能计算中心硬件及配套软件（不包含模型或算法负载）；
2. 推理测试过程，包含以下步骤：
3. 测试准备：
* 被测者向测试者发送测试请求，取得测试集；
* 测试者指定测试数据集，告知获取方法；
* 被测系统下载数据集，检验合规性；
1. 测试运行：
* 被测者按测试内容，载入模型（可预先准备好）和数据集；
* 被测者运行测试；
* 记录过程数据，按表3的规定测量、计算指标值；

表 3 推理性能指标测量方法

|  |  |
| --- | --- |
| 指标 | 测量方法 |
| 推理总延时 TI | a）测试者在发送第1个样本的第1字节前，紧邻计时，得到时间点tI1；b）测试者在接收到所有样本的最后1字节后，紧邻或在最后一个处理超时时间点计时，得到时间点tI2；c）计算得到推理总延时TI = tI2 - tI1。 |
| 端到端推理延时TTI | a）测试者在发送某样本第1字节前，紧邻计时，得到时间点tTI1；b）测试者在接收完该样本返回结果的最后1字节后，紧邻计时，得到时间点tTI2；c）计算端到端推理延时：TTI = tTI2–tTI1。 |
| 分派处理延时TDIP | a）被测者收到样本最后1字节后，紧邻计时，得到时间点tDIP1；b）被测者对某样本的处理结束后，紧邻计时，得到时间点tDIP2；c）计算分派处理延时TDIP = tDIP2–tDIP1。 |
| 人工智能计算中心推理实际吞吐率 | a）在整个推理测试过程中（TI内），累计所有实际发送的样本，及实际返回结果，计算样本数量n；b）计算其与TI的比值。 |
| 人工智能计算中心推理有效计算能力 | a）对每个场景负载$s\in S$，使用某特定参照计算系统，在s上测得吞吐率，作为基线；b）对每个场景负载$s\in S$，使用SUT，在s上测得推理实际吞吐率；c）使用第1部分中公式9计算。 |

* 结果合规性检查；
1. 结果报送：
* 被测者发送测试结果数据给测试者；
* 测试者检验结果合规性；
* 测试结束。

## 测试规则

推理测试，符合以下规定：

1. 符合以下合规性要求：
2. 推理测试源码：
* 应实现必要接口（数据准备、输入、输出）；
* 应使用测试系统提供的指标计算方法；
* 应使用测试系统提供的日志记录方法；
* 不应对已实现的指标测量函数或测试流程控制函数实施改动、继承或重载（要求被测者实现的函数或接口除外）。
1. 推理过程：
* 模型编译、部署时，不应使用其他模型替换测试模型；
* 测试前，除数据集封装格式转化外，不应浏览或记录数据、修改数据（非预处理）、拷贝数据，以及分析、提取、缓存数据特征；
* 测试过程中，不应实施以下操作：以推理测试进程之外的任何进程，修改、记录日志；以推理测试进程之外的任何进程，存取测试输入、输出数据；缓存、复用输入、输出及过程（预处理结果、后处理输入）数据；修改内存中模型参数；保存、缓存后处理过程输入数据；记录、分析或使用作业到达模式来预测某时段内的作业量；根据过程中准确率、丢失率等指标值，故意忽略待处理数据；
1. 推理时的模型压缩，不应实施如下操作：
2. 删除非零权重；
3. 使用剪枝或其他改变模型结构的方法；
4. 实施模型蒸馏。
5. 推理时的模型量化，符合以下要求：
6. 不同场景下量化的模型对象应与第1部分中表1中A.1，A.2，B.1规定的模型一致；
7. 量化结果不应出现6.1.3a）2）列出的情况；
8. 推理精度应符合第1部分中表1的要求；
9. 应声明推理所用批大小的信息，符合第5章的规定。

## 测试结果

推理结果，应包含如下信息：

1. 5.4规定的测试信息；
2. 推理作业到达模式序号（见第1部分中表1）；
3. 推理使用的实际精度；
4. 场景要求的指标值；
5. 推理测试源码；
6. 推理日志。日志周期性输出，每条日志的格式为：“[yyyy:MM:dd　HH:mm:ss]–[accuracy]–[已处理作业数]–[已处理样本数]–[样本丢失数]”。其中：
7. 第一项为本条日志输出时的时间戳；
8. 第二项为当前累计的准确率（具体指标的选取，符合第1部分中表1的要求）；
9. 第三项为当前已返回结果的作业数；
10. 第四项为当前已返回结果的样本数；
11. 第五项为当前未能在超时范围内处理的样本数，即丢失样本数；
12. 合规性检查结果（见6.2.3）。

# 可靠性扩展测试

## 测试过程

可靠性测试过程使用故障注入方法，使训练过程中断，各被测系统实施故障检测、恢复手段，在特定时间段内，使训练运行。可靠性测试过程应符合以下要求：

1. 可靠性测试的被测系统为人工智能计算中心及配套软件组件（不包含模型与算法负载）；
2. 可靠性测试过程，包含以下步骤：
3. 测试准备：
* 测试者按第1部分中表4指定故障项目（每模块不少于1项），确定故障注入次序，在测试前通知被测者；
* 被测者按本部分表4，准备故障注入脚本或实施方案（含脚本源码、人员操作方法和执行/操作时点），并报测试者检查确认；
* 被测者向测试者确认对每一个故障项目排除的方式（自动、手动或混合）；

表 4 人工智能计算中心故障注入方法

|  |  |  |
| --- | --- | --- |
| 模块 | 故障模式 | 注入方法 |
| 人工智能加速器 | 片上内存多比特ECC | 编制脚本，修改ECC错误标志寄存器 |
| 人工智能加速器故障 | 在特定加速器OS上执行脚本（如echo命令），挂死OS |
| 人工智能加速器/板异常掉电 | 整台服务器下电或宿主机 OS重启动 |
| 节点服务器硬件 | 宕机 | 整台服务器下电或宿主机 OS重启动 |
| 网络 | 加速设备不可调用 | 编制脚本，在宿主机 OS上关闭加速器网口 |
| 交换设备不可用 | 重启交换机，或关闭端口 |
|  注：如需使用本表之外的故障注入方法，应提前向测试者说明，并获得确认。 |

1. 测试运行：
* 可靠性测试应单独实施，与性能测试分离；
* 被测者运行固定负载训练或推理过程，并设定故障注入脚本的运行行为（如在故障注入脚本中使用定时器）；
* 记录过程数据，按第1部分中公式13，14和15计算指标值；
* 结果合规性检查；
1. 结果报送：
* 被测者发送测试结果数据测试者；
* 测试者检验结果合规性；
* 测试结束。

## 测试规则

可靠性测试，符合以下规定：

1. 可靠性测试，不应实施以下操作：
2. 在空载（不执行训练或推理任务时）状态下实施测试；
3. 在测试过程中改配软件或硬件，或使用与训练、推理测试不同的软、硬件配置；
4. 测试中，对已实现的指标测量行数或测试流程控制函数实施改动、继承或重载；
5. 在测试中，替换故障注入脚本或方法；
6. 由训练、推理测试数据注入故障；
7. 在排除某故障前，注入另一个故障；
8. 可靠性测试，应实施以下操作：
9. 应编制并运行必要的测试代码：
* 实现故障注入命令调用接口；
* 使用测试工具提供的指标计算方法及实现；
* 使用测试工具提供的日志记录方法；
1. 故障注入准备时：
* 被测者提供的故障注入方法实现，在测试前获得测试者的确认；
* 如使用人为操作注入故障，则向测试者说明注入操作及相关照片或录像（如掉电操作涉及的开关）；
* 被测者提供的故障注入顺序在测试前获得测试者的确认；
1. 测试过程中：
* 可增加训期数或数据量，以提供足够的故障注入时间窗；
* 如故障测试完毕，则可提前结束训练或推理。

## 测试结果要求

可靠性测试结果应包含以下信息：

1. 5.4规定的测试信息；
2. 对同一故障项目，各次注入、排除的时点；
3. 故障注入脚本源码。
4. （规范性）
性能基础测试

A.1 人工智能计算中心中训练服务器基础性能的测试方法基于5.2的规定，在表A.1中附加说明。

表 A.1 人工智能训练服务器基础性能测试

|  |  |
| --- | --- |
| 技术要求（以下为第1部分中的章节号） | 测试方法（以下为本部分中的章节号） |
| 6.1.1 a） | 5.3 a） |
| 6.1.1 b） | 5.3 c），调用操作系统命令，检查内存（协议）类型 |
| 6.1.1 c） | 5.3 b） |
| 6.1.1 d） | 5.3 a） |
| 6.1.1 e） | 5.3 c），调用操作系统命令，检查PCIE协议版本5.3 a），产品自声明并指出控制器 |
| 6.1.1 f） | 5.3 a），检查物理组成5.3 c），调用操作系统命令，检查USB协议版本 |
| 6.1.1 g） | 5.3 a），检查物理组成5.3 c），调用操作系统命令，检查网口个数及类型 |
| 6.1.1 h） | 5.3 a） |
| 6.1.1 i） | 5.3 a），检查物理组成5.3 b），出具产品内部测试报告 |
| 6.1.1 j） | 5.3 a）或c）调用操作系统或产品提供的指令，检查内存容量 |
| 6.1.1 k） | 5.3 a）或c）调用操作系统或产品提供的指令，检查内存容量 |
| 6.1.1 l） | 5.3 a），检查物理组成5.3 b），出具产品内部测试报告 |
| 6.1.1 m） | 5.3 b） |
| 6.1.1 n） | 5.3 c），使用要求的内存，在操作系统中检查是否能够正常识别和使用 |
| 6.1.1 o） | * 1. a），检查物理组成
 |

A.2 人工智能计算中心中推理服务器基础性能的测试方法基于5.2的规定，在表A.2中附加说明。

表 A.2 人工智能推理服务器基础性能测试

|  |  |
| --- | --- |
| 技术要求（以下为第1部分中的章节号） | 测试方法（以下为本部分中的章节号） |
| 6.1.2 a） | 5.3 a），检查物理组成5.3 c），调用操作系统或产品提供的命令，查看CPU基本信息 |
| 6.1.2 b） | 5.3 b） |
| 6.1.2 c） | 5.3 c），调用操作系统命令，检查内存（协议）类型 |
| 6.1.2 d） | 5.3 c），调用操作系统命令，检查PCIE协议版本 |
| 6.1.2 e） | 5.3 a），检查物理组成5.3 c），调用操作系统命令，检查网口个数及类型 |
| 6.1.2 f） | 5.3 a），检查物理组成5.3 b），出具产品内部测试报告 |
| 6.1.2 g） | 5.3 a） |
| 6.1.2 h） | 5.3 b） |
| 6.1.2 i） | 5.3 b） |
| 6.1.2 j） | 5.3 a）或c）调用操作系统或产品提供的指令，检查内存容量 |
| 6.1.2 k） | 5.3 a），检查物理组成 |

1. （资料性）
可靠性基础测试

人工智能计算中心的基础可靠性测试，分别按表B.1，B.2，B.3 和B.4 实施。

表 B.1 加速器可靠性测试

|  |  |
| --- | --- |
| 技术要求（以下为第1部分中的章节号） | 测试方法（以下为本部分中的章节号） |
| 7.1.1 a） | 5.3 c），按第7章的规定测试 |
| 7.1.1 b） | 5.3 b） |
| 7.1.1 c） | 5.3 c），按第7章的规定测试 |
| 7.1.1 d） | 5.3 c），按第7章的规定测试 |
| 7.1.1 e） | 5.3 b） |
| 7.1.1 f） | 5.3 b） |
| 7.1.1 g） | 5.3 b） |
| 7.1.1 h） | 5.3 c）关闭调试接口，并尝试调试 |
| 7.1.1 i） | 5.3 b）或5.3 c）加密任意样例数据（如训练数据集） |
| 7.1.1 j） | 5.3 b） |
| 7.1.1 k） | 5.3 b） |
| 7.1.1 l） | 5.3 b） |
| 7.1.1 m） | 5.3 b） |
| 7.1.1 n） | 5.3 a） 检查漏洞披露、管理渠道和界面（如网站） |

表 B.2 节点可靠性测试

|  |  |
| --- | --- |
| 技术要求（以下为第1部分中的章节号） | 测试方法（以下为本部分中的章节号） |
| 7.1.2 a） | 5.3 b） |
| 7.1.2 b） | 5.3 a） |
| 7.1.2 c） | 5.3 a），检查风扇及模组5.3 b） |
| 7.1.2 d） | 5.3 b） |
| 7.1.2 e） | 5.3 b） |
| 7.1.2 f） | 5.3 b） |
| 7.1.2 g） | 5.3 b） |
| 7.1.2 h） | 5.3 a），检查机箱面板和锁功能 |
| 7.1.2 i） | 5.3 b） |
| 7.1.2 j） | 5.3 c），按第7章提出的方法测试 |
| 7.1.2 k）1） | 5.3 a），检查物理组成5.3 c），装配两块硬盘，在运行时拔出非系统硬盘，系统提出警告，但仍能工作 |
| 7.1.2 k）2） | 5.3 a） |
| 7.1.2 k）3） | 5.3 a），检查电源模组5.3 c），在系统运行时，卸载、拔出或失能某1模组，系统提出警告，但仍能工作 |
| 7.1.2 k）4） | 5.3） b） |
| 7.1.2 k）5） | 5.3 b），5.3 c）运行时关掉电源，再启动后查看所保护数据的完整性 |
| 7.1.2 l）1） | 5.3 a），检查电源模组5.3 c），在系统运行时，卸载、拔出或失能某1模组，系统提出警告，但仍能工作 |
| 7.1.2 l）2） | 5.3） b） |
| 7.1.2 l）3） | 5.3 b） |

表 B.3 网络可靠性测试

|  |  |
| --- | --- |
| 技术要求（以下为第1部分中的章节号） | 测试方法（以下为本部分中的章节号） |
| 7.1.3 a） | 5.3 c），按第7章提出的方法测试 |
| 7.1.3 b） | 5.3 b），提供应用案例 |
| 7.1.3 c） | 5.3 b），提供应用案例 |
| 7.1.3 d） | 5.3 b），提供应用案例 |
| 7.1.3 e） | 5.3 b），提供应用案例 |
| 7.1.3 f） | 5.3 b），提供应用案例 |
| 7.1.3 g） | 5.3 b），提供应用案例 |
| 7.1.3 h） | 5.3 b），提供应用案例 |
| 7.1.3 i） | 5.3 b），提供应用案例 |

表 B.4 整体及其它部件可靠性测试

|  |  |
| --- | --- |
| 技术要求（以下为第1部分中的章节号） | 测试方法（以下为本部分中的章节号） |
| 7.1.4 a） | 5.3 a），出示标准符合性检验报告，或5.3 b）举证 |
| 7.1.4 b） | 5.3 b） |
| 7.1.4 c） | 5.3 b） |
| 7.1.4 d） | 5.3 c），调用操作系统或配套软件命令，检查设备状态 |
| 7.1.4 e） | 5.3 c），调用操作系统或配套软件命令，检查设备状态 |
| 7.1.4 f） | 5.3 c），调用操作系统或配套软件命令，检查设备状态 |
| 7.1.4 g） | 5.3 c），配置容错策略 |
| 7.1.4 h） | 5.3 b），举证故障分级内容5.3 c）配置基于故障分级的容错策略 |
| 7.1.4 i） | 5.3 b） |
| 7.1.4 j） | 5.3 b） |
| 7.1.4 k） | 5.3 b） |
| 7.1.4 l） | 5.3 c），按第7章的规定测试 |
| 7.1.4 m） | 5.3 c），按第7章的规定测试 |
| 7.1.4 n） | 5.3 c），按第7章的规定测试 |
| 7.1.4 o） | 5.3 a） |
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